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**Will I be able to answer the questions I want to answer with the data I have?**

The data are proving to be far more time-consuming than initially expected. Nevertheless, the data should be more than capable of providing a model of a working recommendation system that can suggest games to users based on their game preference. Additionally, our team has utilized a supplemental dataset to create alternative options for our recommendations.

**What visualizations are especially useful for explaining my data?**

Histogram plots were one of the most useful visualizations in evaluating our data. It helped us determine that many users that left reviews on the steam application would only leave a review for one game. This has a significant effect on how we can treat the data going forward, especially with the collaborative filtering models we were going to attempt to implement. Bar plots can be used to display our model’s outputs, showing ratios of similarity with each game. Scatterplots were one of the more important visualizations in determining how to measure our aggregate review data for each game. It helped us determine how the average score changed between positive reviews and those weighted for quality.

**Do I need to adjust the data and/or driving questions?**

Due to the size of our data selected, we have implemented a checkpoint inside of our file where a csv file is exported after a rigorous six-hour lemmatization. This export can then be used to continue the process of creating the remainder of the model while utilizing the results of the previous steps. While an adjustment to the process and data was a serious consideration, the checkpoint simplifies the approach and allows us to begin further development without the need to start from the beginning.

**Do I need to adjust my model/evaluation choices?**

For the most part, our models and methodology appear to be functioning as intended. Our intention is to use Term Frequency-Inverse Document Frequency (TFIDF) vectorized user reviews and game descriptions with cosine similarity as a metric to measure the closeness of each recommendation. Additionally, we plan to have a collaborative filtering model utilizing K Nearest Neighbor (KNN), random forest, and XGBoost as classifiers based on the user’s review history. The expectation is to utilize GridSearchCV to find the ideal model and parameters for this method. Nothing currently appears to require a significant change, but we learned from our visualizations that we can gain a significant amount of efficiency by dropping users that have only contributed a single review from the collaborative dataset, and we will still have plenty of entries after the fact to split up data into training and test sets.

**Are my original expectations still reasonable?**

Our initial expectations were to create a prediction model that could make recommendations based on the reviews from Steam users. This expectation still shows promise as we’ve completed the majority of the modeling process. However, the expectation to create a neural network with the dataset may prove challenging based on the size of the dataset, and how long the process took for lemmatization. Alternatively, we’ve chosen to include an alternative dataset for an additional option on recommendation systems.

**Milestone 2: Data Selection and Proposal**

**Introduction**

Since antiquity, games have been an integral aspect of human society – especially for cultural development and social interaction. With the advancement of human civilization, the way games are being played has drastically changed over the eons as modern games are primarily played electronically (video games). With over 3 billion players worldwide and approximately 200 billion dollars in revenue, the video gaming industry is constantly looking to attract new customers and boost playtime. As a result, we will implement a collaborative recommendation system to assist users in finding similar games that may interest them. By utilizing a collaborative filtering system, we can use historical review information to determine whether a product might interest one of our customers. We will experiment with two approaches to determine which application would be better for an e-commerce implementation.

**What types of model(s) do you plan to use and why, and how do you intend to evaluate your results?**

We will implement a collaborative recommendation system to assist users in finding similar games that may interest them. By utilizing a collaborative filtering system, we can use historical review information to determine whether a product might interest one of our customers. We will experiment with two approaches to determine which application would be better for an e-commerce implementation.

Our first approach will implement memory-based collaborative filtering, which utilizes the collective review information of other users to find similar games. We’ll be implementing both item-item and user-item methods to determine which provides a better result for our users. These two methods offer predictions based on what similar users like and what users who like a particular game are likely to enjoy. We’ll use several distance measurement algorithms to determine which provides a more accurate recommendation such as: cosine similarity, Pearson Correlation, and K-nearest neighbors. The models created using these methods should perform fastest while providing acceptable accuracy. For our model-based collaborative filtering, we will train a few machine-learning (ML) algorithms to make recommendations and find similar games. Our project will focus on utilizing matrix factorization algorithms to make this determination but will be looking to implement a deep learning approach given the time. The process of applying different ML algorithms is fairly simple, so we’ll be looking to implement the most we can: SVD, PMF, and NMF, then compare our results with the memory-based results.

Our second approach to creating a recommendation system for our games library is by implementing a content-based filtering system utilizing natural language processing and available user reviews. This process will use a vectorized matrix of user reviews to find games that have been reviewed in a similar way. We can implement many of the techniques from our memory-based collaborative filtering process into this one and measure performance across each of our distance-measuring algorithms. We can utilize a standard train-test methodology from many of the of the models we will be implementing while cross-referencing our suggested games with user-rated games. We also have user information in our data set as to whether they would make a recommendation for the game they are reviewing. We can utilize this data in testing our results accuracy.

**What do you hope to learn?**

We hope to learn consumers’ interests and buying patterns which can help our company optimize revenue by focusing resources on developing games customers will more likely enjoy. Additionally, we intend to learn appropriate methods to develop recommendation systems for alternative enterprises and future outsourcing. Finally, while going through this process, we expect to learn data from our models that can be used for other points of interest for the company and our personal career development.

**Are there any risks or ethical implications with your proposal?**

Fortunately, all the personal information of each individual review has been stripped from the data provided from the Steam API. Instead of the actual user’s profile information, a review\_id value is used instead. However, the comments may contain personal or sensitive information which will be appropriately handled or removed to ensure the safety and security of all users. Besides potential user-provided information, there are no additional risks or ethical concerns within this project.

**What is your contingency plan?**

If our findings aren’t conclusive, our dataset proves too massive to work with, or our data doesn’t express a proper recommendation system as intended, we have collected another dataset to use instead. This database revolves around used cars posted to Craigslist and would have a similar strategy to our current proposal. We would use the dataset to review models for recommendations for users based upon their interests and preferences. From that information, we would predict cars that users would be interested in while also being local to their respective area based on the information from the dataset. All parties have agreed that if our project doesn’t appear feasible by the end of week 3, we will be shifting gears to this alternative to salvage the time we have remaining.

**Additional important information**

As the project progresses, we plan to implement a deep learning algorithm if we are able to add it into the scope; at the moment, we anticipate our limited time will be a factor that prevents us from doing so. With a deep learning algorithm, we would be able to enhance our accuracy and predict better recommendations for our users.
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